LEARNING UNDER WEAK SUPERVISION
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SUPERVISED CLASSIFICATION

® Given a collection of records-samples [training set ]
- Each record - contains a set of attributes-features-predictors
- Each record - belongs to a class, our variable of interest, to be predicted

" Full supervision in training time

Supervised learning
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SUPERVISED CLASSIFICATION
- standard scenario -

Problem
examples
(texts,
images, Inferred
~medical features vectors
histories, ...) B (X1, ..., Xn, C)

Learning
Algorithm :

Inferred

features vector
New (X1, ... Xn. ?) (X1, ..., Xn, C)

problem / Classifi, | Predicted




SUPERVISED CLASSIFICATION

- models -

DEEP LEARNING APPROACH

Errors

Train:

Deploy:
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SUPERVISED CLASSIFICATION
- models -

Support
© vectors

= Journal of Machine Learning R rch 15 (2014) 31 Submitted 11/13; Revised 4/14; Published 10/14

Do we Need Hundreds of Classifiers to Solve Real World

Classification Problems?
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REGRESSION

" The variable of interest to be predicted — quantitative
" Full supervision in training time

Regression
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REGRESSION: models




ORDINAL CLASSIFICATION

" The variable of interest to be predicted — discrete, but ordered

" Full supervision in training time

el

Ordinal learning
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SUPERVISED CLASSIFICATION and REGRESSION:
APPLICATIONS

PATTERN RECOGNITION
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BIOINFORMATICS
DIAGNOSIS AND PROGNOSIS OF DISEASES
BIOMARKER DISCOVERY
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DOCUMENT CLASSIFICATION

"“Natural Language
Processing” (NLP)

" Topic - category

" evel of difficulty

" Author's genre




BEYOND SINGLE CLASS VARIABLE...
MULTIDIMENSIONAL CLASSIFICATION

B Several class
variables to be
jointly predicted

" | earnrelationships
between class
variables
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" Full supervision in
training time




MULTIDIMENSIONAL CLASSIFICATION
- APPLICATIONS -

Sadine _

Contents lists available at SciVerse ScienceDirect
Environmental Modelling & Software

journal homepage: www.elsevier.com/locate/envsoft

Supervised pre-processing approaches in multiple class variables classification for
fish recruitment forecasting
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MULTILABEL CLASSIFICATION

DAILY ... [3plef]

|rror Beckham

DAVID REVEALS THE REAL REASON HE'S QUIT
mirror.co.uk 50p PLusl RILLIANT SOUVENII Nyu
- _ 7

oo lulding v
cow
sheep " bike huilding boat

car
grass grass road road water

Building CGrass Tme | Cow Sheep

Object
classes

Flower Bird Book

Char  Road Cat

N. | Film Year Genre
(N JFRm [ Yer|  Gere |

Adventure, Western

6 | Dhonbsnpehd 67 Dem
8 | Elcbleossuo | 08| Acton Cime, Diama, Thillr_
O ETeor de o s Bl | 2003 | Acion, Adertr, Drams, Py




FULL SUPERVISION
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UNSUPERVISED CLASSIFICATION

CLUSTERING

®  Given a collection of records-samples (training set )
- Eachrecord — a set of attributes-features-predictors
- No “target feature” (class) which supervises the learning process

" Groups of cases:
- Large intra-group ~ homogeneity
- Large inter-groups ~ heterogeneity

x

Unsupervised learning
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UNSUPERVISED CLASSIFICATION
CLUSTERING

" Difficult evaluation-measure of these properties --» no recognition rate
" Number of groups — deciding before-hand - difficult decision
B “Distance”-"similarity” function
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CLUSTERING: MODELS
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CLUSTERING: APPLICATIONS
CUSTOMER SEGMENTATION

" |dentify micro-markets and develop policies for each

" Targeted marketing

" Similar customers are grouped in the same cluster




COLLABORATIVE FILTERING
RECOMMENDER SYSTEMS

Customers Who Bought This Item Also Bought Alice (1) Bob (2) Carol (3) Dave (4)

IsIDE! r WsiDE!

Love at last
Romance forever
Cute puppies of love

Nonstop car chases

Swords vs. karate

lost.fm

Spotify Free - Linux Preview

& Amaral - Perdoname E)

Wim Mertens

Perdoname

Gato negro Dragon Rojo

Amaral

The Great Outdoors

The Great Outdoors

Wim Mertens




GENE EXPRESSION BI-CLUSTERING

" Find genes with similar expression profiles ~ a way to infer the
function of genes whose function is unknown

" Biclustering... a classic concept in fashion again:

- Finding a subgroup of samples with a similar pattern in a subgroup of variables (not in all the
variables)
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IS THERE SOMEONE IN THE
MIDDLE?
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Supervised learning Unsupervised learning

e Hidden big data. Large quantities of useful data are in fact
useless because they are untagged, file-based, and unstructured.
The 2012 IDC study on big data [ 117 ] explained that, in 2012,
23% (643 exabytes) of the digital universe would be useful for big
data if tagged and analyzed. However, at that time only 3% of the

otentially usef .
The figures have probably gotten worse in recent years. The Open
Data and Semantic Web movements have emerged, in part, to
make us aware and improve on this situation.




IS THERE SOMEONE IN THE
MIDDLE?
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Unsupervised learning
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On the relative value of weak information of supervision for

Weak supervision and other non-standard classification problen _ ; ;
learning generative models: An empirical study

taxonomy
Jerénimo Herndndez-Gonzalez™*, Aritz Pérez "

Jerénimo Hernandez-Gonzalez*, Inaki Inza, Jose A. Lozano

2 Departament de Matematiques i Informatica, Universitat de Barcelona (UB), Gran Via de les Corts Catal Barcelona, Spain
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ABSTRACT ARTICLE INFO ABSTRACT

chers in the machine | y e se ssific Article history Weakly supervised learning is aimed to learn predictive models from partially supervised
ndard super pe y, Received 2 July 2022 . data, an easy-to-collect alternative to the costly standard full supervision. During the
Received in revised form 8 August 2( last decade, the research community has striven to show that learning reliable models
g ::v.mﬁ‘hc\g o ;?]!gsi[A ; in specific weakly supervised problem: possible. We present an empirical study that
hip between instanc analyzes the value of weak information of supervision throughout its entire spectrum, from
2) ble pre Keywords: none to full supervision. Its contribution is assessed under the realistic assumption that a
partial cla fori s Weak supervision small subset of fully supervised data is available. Particularized in the problem of learning
e Model learning with candidate sets, we adapt Cozman and Cohen [1] key study to learning from weakly
Generative 1 super d data. Standard learning techniques are used to infer generative models from
ifferences among the different classificati oble { Empirical study this type of supervision with both synthetic and real data. Empirical results su
that might n as fur d re 0 ! weakly labeled data is helpful in realistic scenarios, where fully labeled data is scarce, and
s contribution is directly related to both the amount of information of supervision and
how meaningful this information is.




THE TERM
“WEAKLY SUPERVISED LEARNING”

- RESEARCH OPORTUNITIES -

" GoogleScholar — number of “search results”
- Since 2015 - 24,600

- Since 2018 - 21,200
- Since 2020 - 18,900

A Brief Introduction to Weakly Supervised Learning

Zhi-Hua Zhou

ory for Novel Software Technology

: 1 10023, China
zhnuzh(ﬂ'n]u edu.cn

Jainetal
Dol10.11

BMC Bioinformatics

Weakly supervised learning of biomedical ®
mformatlon extraction from curated data

RIT, Tsung-Ting Kuo?, Shitij Bha don Lin'

and Chun-Nan Hsu?"



THE TERM - GOOGLE TRENDS

upervision

+ Comparar

Todo el mundo ~ 2004 -hoy - Todas las categorias ~ Busqueda web

Interés a lo largo del tiempo




SEMI SUPERVISED LEARNING

- Most of the samples do not show a class value. Why?
" Categorization: human-time consuming task
" No knowledge to categorize the samples

- Objective = learn a supervised model

- Canalearning process which takes advantage of unlabeled samples,
construct a better supervised classification model?

X

Semi-supervised learning
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SEMI SUPERVISED LEARNING
SENTIMENT ANALYSIS

Neurocomputing

" Companies: reputation T j

journal homepage: www.elsevier.com/locate/neucom

. L3 . L3
Opinions about its products:
- 1 Approaching Sentiment Analysis by using semi-supervised learning
S 0 C I a l n e tw O r ks of multi—dlimensiolnal classiﬁersl l l l l
- b I O gS ona i -] i ax i driguez ?, Leandro Alzate®, Manuel Lucania®,
-oup, D f Comy Science and Artificial Int nce, Computer Science Faculty, The University of the Basque Country UPV/EHU,
- forums...

® Automatically classify the written
opinion: {+, -, neutral}

SEARCH

39 1139

3.42% NEGATIVE

" NLP: “Natural Language Processing”




SEMI SUPERVISED LEARNING

'k:‘ Machine Learning, 39, 103-134, 2000.
‘ (© 2000 Kluwer Academic Publishers. Printed in The Netherlands.

Int. J. Mach. Learn. & Cyber. (2017) 8
DOI 10.1007/s13042-015-0328-7

Text Classification from Labeled and Unlabeled ORIGINAL ARTICLE
Documents using EM

KAMAL NIGAM knigam@ cs.cmu.edu

School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213, USA Semi-superVised Self-training fOI' deCiSion tree CIaSSiﬁerS

ANDREW KACHI 0> MOCALLUM mecallum@justresearch.com Jafar Tanha + Maarten van Someren -
rch, 4616 Henry Street, Pittsburgh, PA 15213, USA; School of Computer Science, Carnegie .
ity, Pittsburgh, P Hamideh Afsarmanesh

SEBASTIAN THRUN
TOM MITCHELL
School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213, USA

tom.mitchell@emu.edu

Combining Labeled and Unlabeled Data with Co-Training*

Avrim Blum Tom Mitchell
School of Computer Science School of Computer
Carnegie Mellon Uni / lellon Uni /
Pittsburgh, PA 15213-3891 ittsburgh, PA 15213-3891

avrim+@cs.cmu.edu mitchell+@cs.cmu.edu




AMBIGUOUS
TRAINING DATA

“Positive” + “Negative” + Unlabeled
Annotated by expert

Unlabeled -» "Ambiguous” samples
Difficult to label by expert

“Ambiguous” = “Unlabelled” + Semi-Supervised learning ????
Not semi-supervised scenario !!
Unlabeled instances = not uniformly distributed !!
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e Positive training samples

(g) CAD-SVM
Machine Learning (2020) 109:2369-2388 100 pu 0 0 v

e Negative training samples
https://doi.org/10.1007/s10994-020-05915-2

e Ambiguous training samples

Positive test samples
Negative test samples

Binary classification with ambiguous training data o o - Positive region (b > 0)
,; et - . Negative region (h < 0)
Naoya Otani’ - Yosuke Otsubo' - Tetsuya Koike' - Masashi Sugiyama®? Ambiguous region (r < 0)
[Overlapped]



POSITIVE UNLABELED LEARNING

More difficult than semi-supervised classification

" n

Prediction: "+" or "-

Application - prediction of genes related to cancer
Web page visiting prediction — personalized ads

Published online 18 August 2008 Nucleic Acids Research, 2008, Vol. 36, No. 18 ell5
doi:10.1093 nar|gkn482

><

Prioritization of candidate cancer genes—an aid
to oncogenomic studies

Simon J. Furney', Borja Calvo?, Pedro Larranaga®, Jose A. Lozano?

and Nuria Lopez-Bigas'*

'Research Unit on Biomedical Informatics, Experimental and Health Science Department, Universitat Pompeu
Fabra, Barcelona 08080, 2Intelligent Systems Group, Department of Computer Science and Artificial Intelligence,

University of the Basque Country, Donostia-San Sebastian 20018 and ®Department of Artificial Intelligence,
Technical University of Madrid, Boadilla del Monte 28660, Spain

Positive-unlabeled learning
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ONE CLASS CLASSIFICATION
—OUTLIER DETECTION -

One category: forms a representative sample
Only “normal behaviour” samples in training time

Training phase: model the “normal” behaviour
Prediction phase — detect “deviations” from the “normal” model

Model the “"dominant” class + “isolate” outliers in “operation phase”
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One-class classification




ONE CLASS CLASSIFICATION

— OUTLIER DETECTION -

Possible outliers

OneClass SVM
AutoEncoders

1-Class data

Local Outlier Factor
Isolation Forests

MultiClass data



NOVELTY DETECTION

Initially labeled dataset - train a model

Unlabeled samples arrive — in 2nd dataset — or streaming
2nd dataset - an “emergent” class appears?

“Novel class”? = “detect + baptise”

Separation + cohesion
Re-train the model with the "baptised class” samples




LEARNING with LABEL
PROPORTIONS
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Supervised Learning by Training on Aggregate
Outputs

David R. Muszicani, Robert Afas, Janara M. ( an, Jamie F. Jizon, Jeffey M. Azesrotardd,
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LABEL PROPORTIONS
— APPLICATIONS -

Embryo selection in Assisted Reproductive
Technologies (ART)

Two steps:

Transfer: step in which one or several embryos
are placed into the uterus of the patient.
Implantation: step in which pregnancy is
established (by one or several embryos).

Application MiLIp problem

Transfered embryos Dataset £ S 9 Information Sciences
Implanted or not Class labels
ART process Bag journal homepag: ar.com/|
Number of children  Label proportions -

Contents lists available at S

) Aggregated outputs by linear models: An application on
‘ marine litter beaching prediction
Article
Jerénimo Herndndez-Gonzalez®, Ifiaki Inza?, Igor Granado”,

Statistical Methods in Medical Research

0(0) I-11 Oihane C. Basurko®, Jose A. Fernandes®, Jose A. Lozano

141 © The Auth 2016
Flttlng the data from embryo 9 the duner(y) 2 Department of Computer Science and Artificial Intelligence, University of the Basque Country UPV/EHU, Donostia, Spain

Reprints and permissions:
P P g bMarine Research Division at AZTI-Tecnalia, Pasaia, Spain
sagepub.co.uk/journalsPermissions.nav

im plantation pl’EdiCtion: Learning DOI: 10.1177/0962280216651098 Hosme I Appfied Mathemadics b, Spain

smm.sagepub.com

from label proportions ©SAGE

Jerénimo Hernandez-Gonzilez,' Ifaki Inza,' L
Maria A Guembe,? Maria J lfiarraZ and Jose A Lozano'?

2017 IEEE International Conference on Data Mining

Possible voters based on previous
election results

A Probabilistic Approach for Learning with Label [ tansiiien e e seionnaicnce
Proportions Applied to the US Presidential Election

Census Dataset
. " Candidates Class labels
Tao Sun!, Dan Sheldon'?, Brendan O’Connor' Poliing station Bag
College of Information and Computer Sciences, University of Massachusetts Amherst _F lechonielicy  Lebclironoiiens
2Department of Computer Science, Mount Holyoke Col ‘%’\/
Email: {taosun, sheldon, brenocon} @cs.umass.edu




STRATIFIED LEARNING

" Approximate proportion of each label is provided
" Labeling = intervals of labels’ proportions

Weakly-supervised Learning for Parkinson’s Disease Tremor Detection

Ada Zhang', Alexander Cebulla?, Stanislav Panev!, Jessica Hodgins',
and Fernando De la Torre!
! Robotics Institute, Carnegie Mellon University, Pittsburgh, Pennsylvania, USA
2 ETH Zurich, Switzerland

& .
Positive segment  Negative segment  Positive segment




CLASSIFICATION
WITH PARTIAL LABELS

Each instance comes
annotated with several
class labels but only
one of them is valid.

Journal of Machine Learning Research 12 (2011) 1501-1536 Submitted 10/10; Revised 2/11; Published 5/11

Learning from Partial Labels

Timothee Cour TIMOTHEE.COUR @ GMAIL.COM
NEC Laboratories America

10080 N Wolfe Rd # Sw3350

Cupertino, CA 95014, USA

Benjamin Sapp BENSAPP @ CIS.UPENN.EDU
Ben Taskar TASKAR@ SEAS.UPENN.EDU
Department of Computer and Information Science

University of Pennsylvania

3330 Walnut Street

Philadelphia, PA 19107, USA
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CLASSIFICATION UNDER
PARTIAL MULTI-LABEL

Eachinstance is assigned with

a candidate label sets,

which contains multiple relevant labels
and some noisy labels.

Partial Multi-Label Learning With Noisy
Label Identification

Ming-Kun Xie ™ and Sheng-Jun Huang
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PROBABILISTIC LABELS

LABEL DISTRIBUTIONS

Learning from data with uncertain labels
by boosting credal classifiers

Benjamin Quost Thierry Den oeu

HeuDiaSyC laboratory HeuDiaSyC labora
dpttmthmptS dpttmthmptS
Compiégne Uni tyfThIgy Compiégne Uni tyfThlgy

Compi Compiég

qu ostbe @hds tcf tdenoeu @hds tcf

IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL.28, NO.7, JULY 2016

Label Distribution Learning

Xin Geng, Member, IEEE
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FULL-CLASS SET CLASSIFICATION

Yi= WiV Yis) =
Permutation0f{a, b, C}

Permutations
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Int. J. Mach. Learn. & Cyber. (2010) 1:53-61
DOI 10.1007/513042-010-0002-z

ORIGINAL ARTICLE

Full-class set classification using the Hungarian algorithm

Ludmila I. Kuncheva
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- “Supervision degree” in prediction time !! -



RESTRICTED SET CLASSIFICATION

(asses in the chess-pieces recognition problem, and the limit number for each class in a standard chess game.

Contents lists available at ScienceDirect FATTERN 13

4 7
RECOGNITION

1 2 3 5 6 8 9 10 11 I
Pattern Recognition h W B & 5 A o2 4 A 4

King Queen Rook  Bishop Knight Pawn King Queen Rook Bishop Knight Pawn  Empty

journal homepage: w = . Numbers allowed: 1 1 2 2 3 2 2 2 8 62

Restricted set classification: Who is there?

Ludmila I an J. Rodriguez’, Aaron 8. Jackson

This paper extends the above model to the more general case where
X consists of m instances, and it is known that at most k; instances may
belong to class wy;, i = 1, ..., ¢. Denoting kK = k, + --- + k., we require
that m < k. The who-is-who task is a special case where k;=1,
] 1, ..., ¢, and m=c.

" When Predicting -» Maximum number of samples per class is upper-bounded:
- “Supervision degree” in prediction time !!

" lllustrative application - recognition of chess pieces


https://doi.org/10.1016/j.patcog.2016.08.028

AND WHEN ANNOTATIONS ARE NOT FULLY
RELIABLE?...

LEARNING FROM CROWDS

- real class for each object is not
known: no “golden truth”

- humans (A) annotate their opinion

about the label of each object —»
experts? novices?

Leaming from crowds

- Crowd annotation platforms

- TolokaAl, Al Crowd, Amazon
Mechanial Turk...

Learning from crowds

Learning from crowds

Motivation
wpensive /difficult expert labeling

* Recent availability of cheap (non-expert) labeling sources

Diata collecrion
» Social networks, games, etc.

* Specific platforms (e.g. Amazon Mechanical Turk)



AND WHEN ANNOTATIONS ARE NOT FULLY
RELIABLE?...

LEARNING FROM CROWDS

Unlabeled dataset Labeled dataset

ONOING.

© @ Learn annotator ‘ ®
'il

model
_|_

Learn classifier N Classifi
Annotators assifier

Class labels (non-experts)




AND WHEN ANNOTATIONS ARE NOT FULLY
RELIABLE?...

LEARNING FROM CROWDS

Joumal of Machine Learning Research 11 (2010) 1297-1322 Submitted 9/09; Revised 2/10; Published 4/10

Learning From Crowds

Vikas C. Raykar VIKAS.RAYKAR @SIEMENS.COM
Shlpeng Yu SHIPENG.YU @SIEMENS.COM

0 @WHARTON.UPENN.EDU

. PA 19104 USA

Gerardo Hermosillo Valadez GERARDO.HERMOSILLOVALADEZ @ SIEMENS.COM
Charles Florin CHARLES.FLORIN EMENS.COM
Luca Bogoni LUCA.BOGONI@SIEMENS.COM

LINDA.MOY @NYUMC.ORG

New York, NY 10016 USA



SUPERVISION MODELS

Table 2
Collection of supervision models.

Model
Full-supervision
Unsupervision
Semi-supervision
Positive-unlabeled
Candidate labels
Probabilistic labels

Incomplete

MNoisy labels

Crowd
Mutual label constraints

Candidate labeling vectors

Label proportions

References

Description

For each example, complete class information is provided.

No class information is provided with the examples.

Part of the examples are provided fully supervised. The rest are unsupervised.

Part of the examples are provided fully supervised, all of them with the same categorization.
The rest are unsupervised.

For each example, a set of class labels is provided. In this set, the class label(s) that compose
the real categorization of the example are included.

For each example, the probability of belonging to each class label is provided. This probability
distribution is expected to assign high probability to the real label(s).

For each example, a subset of the labels that compose its real categorization is provided (SIML
or MIML, Table 1).

For each example, complete class information is provided, although its correctness is not
guaranteed.

For each example, many different non-expert annotators provide their (noisy) categorization.

For each group of examples, an explicit relationship between their class labels is provided
(e.g., all the examples have the same categorization).

For each group of examples, a set of labeling vectors (including the real one) is provided. A
labeling vector provides a class label for each examples of a group.

For each group of examples, the proportion of examples belonging to each class label is
provided.




LEARNING SCENARIOS

Table 3

awes of the taxonomy.

Brief description of classification problems and characterization according to the thr

Problem

Standard problem
Semi-supervised

Positive-unlabeled
Misabelad d:

Ambiguows labels |
artial labels

Multiple labels

Partial equivalence
relations |
Full-class set |

Label proportions |
Tegate out puts

nedidate labeling sets
Le arnin g from crowds
Multi-label
Semi-supervised

multi-label

MLwithweak label |

SEMIML |-

WML with wea
o

Drescription

Leaming with examples of a category and other
uncategonized examples
be wrong-categonized

Leaming and pred iction with uncategonized
have aset of possible

L
some probability
categoriz ation

Leamning with groups of examples of the
same different categonzation

Prediction for a group of examples, all of them
with a different categorization

Leaming with groups of examples only knowing
how many of them belong to each

Leaming with groups of examples and sets of
possible categorizing vectors
Leaming with examples orized with many
i ations

Leaming with examples categonized with

multiple labels or uncategarized
Leaming with examples categorized with a
subset of the multiple labels
Prediction for a group of examples. all of them
with the same E0riz ation
Leaming with multiple-instance examples that
are positive if at least one of their instances is
Leaming with examples represented by several
instances with general iz ed function for
positives
Leaming with categorized and unc ategorized
multipl e-instance s examples
Leaming with examples represen ted with
eral instances that belong to several
3t epOTiz ations
Leaming with mul tiple- instance examples
egorized with multiple labeks or
gonized
Leaming with multiple- instance examples
gorized with asubset of the real multip le
albels

Application (

Hanedwritten digit recogn.

Bioinfarmatics

Computer vision

Embryo Selection, Polls
prediction

Classifying photographs
with captions
Image anmotation

Film genre prediction
Text categariz ation

Image anmotation

Molecule activation
prediction
and-lock prediction
problem

Content-hased image
retri
Clazsifying texts, images or

IS

IS

SIML
SIML
SIML
SIML
MIEL

MIEL

MISL

MIML

MIML

MIML

Learning

Full-supernvision
S emi-supervision

Positive-unlabeled
MoisyLabels

mdidate labels

Probabiistic labels

Mutual label constraints
Full-supernvision
Labe] proportions
Candidate labeling
Vertors

Crowd
Full-supernvision
Semi-supervision
Incomplete
Full-supervision
Full-supernvision

Full-supervision

Semi-supervision

Full-supernvision

Semi-supervision

Incomplete

MODEL
Prediction

Uinsupervision
Uinsupervision

Unsupervision
Unsupervisiomn

Uinsupervision |
andidate |abels

Unsupervision

Unsupervisiomn
Muriual label constraints

Uinsupervision

Unsupervision
Uinsupervision
Uinsupervision
Unsupervision
Unsupervision
Murtal label constraints
Uinsupervision

Unsupervision

Unsupervision

Uinsupervision

Unsupervision

Unsupervisiomn




TAXONOMY OF WEAKLY
SUPERVISED SCENARIOS

©
Q
®

| ®
Instance-label -}@ H

relationship

Example

| supervision | ~ supervision
model model
In training In prediction




ALGORITHMS FOR WEAKLY
SUPERVISED LEARNING

@ Start from MLE 6 = {w, u,X}1.2 on (X, Y7),
» w,.=proportion of class ¢

Document Classification Using Expectation g
Maximization with Semi Supervised Learning

repeat:

@ The E-step: compute the expected label p(y|z,f) = «
all z € X,

» label p(y = 1|z, 0)-fraction of = with class 1
» label p(y = 2|z, #)-fraction of = with class 2

o 1 s AT 2 o 3 s x7 4
Bhawna Nigam , Poorvi Ahirwal”, Sonal Salve”, Swati Vamney

© The M-step: update MLE # with (now labeled) X,

LOF: Identifying Density-Based Local Outliers

Markus M. Breunig®, Hans-Peter Kriegelt, Raymond T. Ng¥, Jérg Sander'

Learning from Labeled and Unlabeled Data with
Label Propagation

Xiaojin Zhu* Zoubin Ghahramani*
puter Science TGatsby Neuroscience Unit
n University ge London
naecl.ac.uk




LIBRARIES FOR WEAKLY SUPERVISED
LEARNING

RSSL: Semi-supervised Learning in R

Expectation Maximization
Moment Constrained

rmitio [t University of Technology F!'H'_Z:lI'—lllilill'llillgll
? Department of Molecular E eiden University Medical Center
e =)

sklearn.neighbors.LocalOutlierFacto
AdaSampling

An R implementation of the AdaSampling algorithm for positive
unlabeled and label noise learning

plckLabeI Plck the ophmal Iabel from candldate labels

In vei-Ying/validatelt dating

sklearn.svm.OneClassSVM
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