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SUPERVISED CLASSIFICATIONSUPERVISED CLASSIFICATION

 Given a collection of records-samples [Given a collection of records-samples [training set ]training set ]
– Each record  contains a set of →Each record  contains a set of → attributes-features-predictorsattributes-features-predictors  
– Each record  belongs to a →Each record  belongs to a → class, our variable of interest, to be predictedclass, our variable of interest, to be predicted

 Full supervision in training timeFull supervision in training time



  

SUPERVISED CLASSIFICATION SUPERVISED CLASSIFICATION 
- - standard scenario - standard scenario - 



  

      SUPERVISED CLASSIFICATIONSUPERVISED CLASSIFICATION
 - models -  - models - 



  

      SUPERVISED CLASSIFICATIONSUPERVISED CLASSIFICATION
 - models -  - models - 



  

REGRESSIONREGRESSION
    

    The The variable of interestvariable of interest to be predicted  → to be predicted  → quantitativequantitative
 Full supervision in training timeFull supervision in training time



  

      REGRESSION: modelsREGRESSION: models



  

      ORDINAL CLASSIFICATIONORDINAL CLASSIFICATION

  
  The The variable of interestvariable of interest to be predicted  → to be predicted  → discrete, but ordereddiscrete, but ordered

  Full supervision in training timeFull supervision in training time



  

SUPERVISED CLASSIFICATION and REGRESSION: SUPERVISED CLASSIFICATION and REGRESSION: 
APPLICATIONSAPPLICATIONS

  
PATTERN RECOGNITIONPATTERN RECOGNITION



  

BIOINFORMATICS BIOINFORMATICS 
DIAGNOSIS AND PROGNOSIS OF DISEASESDIAGNOSIS AND PROGNOSIS OF DISEASES

BIOMARKER DISCOVERYBIOMARKER DISCOVERY



DOCUMENT CLASSIFICATION

“Natural Language 
Processing” (NLP)

Topic - category

Level of difficulty 

Author's genre

 



  

BEYOND SINGLE CLASS VARIABLE...BEYOND SINGLE CLASS VARIABLE...
MULTIDIMENSIONAL CLASSIFICATIONMULTIDIMENSIONAL CLASSIFICATION

 Several class Several class 
variables to be variables to be 
jointly predictedjointly predicted

 Learn relationships Learn relationships 
between class between class 
variablesvariables

 Full supervision in Full supervision in 
training timetraining time



  

MULTIDIMENSIONAL CLASSIFICATIONMULTIDIMENSIONAL CLASSIFICATION
 - APPLICATIONS -  - APPLICATIONS - 



  

MULTILABEL CLASSIFICATIONMULTILABEL CLASSIFICATION  



  

FULL SUPERVISIONFULL SUPERVISION  



  

UNSUPERVISED CLASSIFICATIONUNSUPERVISED CLASSIFICATION
CLUSTERINGCLUSTERING

 Given a collection of records-samples (Given a collection of records-samples (training set training set ))
– Each record  a set of →Each record  a set of → attributes-features-attributes-features-predictorspredictors  
– No “target feature” (class)No “target feature” (class) which supervises the learning process which supervises the learning process

 Groups of cases: Groups of cases: 
– Large intra-group ~ homogeneityLarge intra-group ~ homogeneity
– Large inter-groups ~ heterogeneityLarge inter-groups ~ heterogeneity



  

 Difficult evaluation-measure of these properties Difficult evaluation-measure of these properties -->--> no recognition rate no recognition rate
 Number of groups  deciding before-hand  difficult decision→ →Number of groups  deciding before-hand  difficult decision→ →
 ““Distance”-”similarity” functionDistance”-”similarity” function

UNSUPERVISED CLASSIFICATIONUNSUPERVISED CLASSIFICATION
CLUSTERINGCLUSTERING



  

CLUSTERING: CLUSTERING: MODELSMODELS



  

CLUSTERING: CLUSTERING: APPLICATIONSAPPLICATIONS
CUSTOMER SEGMENTATIONCUSTOMER SEGMENTATION

 Identify micro-markets and develop policies for eachIdentify micro-markets and develop policies for each

 Targeted marketingTargeted marketing

 Similar customers are grouped in the same clusterSimilar customers are grouped in the same cluster



  

COLLABORATIVE FILTERINGCOLLABORATIVE FILTERING
RECOMMENDER SYSTEMSRECOMMENDER SYSTEMS



  

GENE EXPRESSION BI-CLUSTERINGGENE EXPRESSION BI-CLUSTERING

 Find genes with similar expression profiles Find genes with similar expression profiles ~~ a way to infer the  a way to infer the 
function of genes whose function is unknownfunction of genes whose function is unknown

 Biclustering… a classic concept in fashion again: Biclustering… a classic concept in fashion again: 
– Finding a subgroup of samples with a similar pattern in a subgroup of variables (not in all the  Finding a subgroup of samples with a similar pattern in a subgroup of variables (not in all the  

variables)variables)



  

IS THERE SOMEONE IN THE IS THERE SOMEONE IN THE 
MIDDLE? MIDDLE? 



  

IS THERE SOMEONE IN THE IS THERE SOMEONE IN THE 
MIDDLE? MIDDLE? 



  

IS THERE SOMEONE IN THE IS THERE SOMEONE IN THE 
MIDDLE? MIDDLE? 



  

THE TERM THE TERM 
       – “WEAKLY SUPERVISED LEARNING” –         – “WEAKLY SUPERVISED LEARNING” –  

       - RESEARCH OPORTUNITIES -       - RESEARCH OPORTUNITIES -  

 GoogleScholar  –  number of “search results”: GoogleScholar  –  number of “search results”: 

- Since 2015  24,600→- Since 2015  24,600→

- Since 2018  21,200→- Since 2018  21,200→

- Since 2020  18,900→- Since 2020  18,900→

  

–



  

        THE TERM – GOOGLE TRENDSTHE TERM – GOOGLE TRENDS



  

        SEMI SUPERVISED LEARNINGSEMI SUPERVISED LEARNING

– Most of the samples do not show a class value. Why?Most of the samples do not show a class value. Why?
 Categorization: human-time consuming taskCategorization: human-time consuming task
 No knowledge to categorize the samplesNo knowledge to categorize the samples

– Objective   learn a supervised model →Objective   learn a supervised model →

– Can a learning process which takes advantage of unlabeled samples, Can a learning process which takes advantage of unlabeled samples, 
construct a better supervised classification model? construct a better supervised classification model? 



               SEMI SUPERVISED LEARNING
SENTIMENT ANALYSIS

 Companies: reputation

 Opinions about its products: 
- social networks
- blogs
- forums...

 Automatically classify the written 
opinion: {+, -, neutral}

 NLP: “Natural Language Processing”

 Portales web: publicidad según 
qué páginas visitadas

 



                

         SEMI SUPERVISED LEARNING



  

AMBIGUOUS AMBIGUOUS 
 TRAINING DATA TRAINING DATA  

 ““Positive” + “Negative” + Unlabeled Positive” + “Negative” + Unlabeled 
 Annotated by expertAnnotated by expert

 Unlabeled  “Ambiguous” samples→Unlabeled  “Ambiguous” samples→
 Difficult to label by expertDifficult to label by expert

 ““Ambiguous”  “Unlabelled” + Semi-Supervised learning ????→Ambiguous”  “Unlabelled” + Semi-Supervised learning ????→
 Not semi-supervised scenario !!Not semi-supervised scenario !!
 Unlabeled instances  not uniformly distributed !!→Unlabeled instances  not uniformly distributed !!→

  

–



  

POSITIVE UNLABELED LEARNINGPOSITIVE UNLABELED LEARNING

 More difficult than semi-supervised classificationMore difficult than semi-supervised classification
 Prediction: “+” or “-”Prediction: “+” or “-”

 Application  prediction of genes related to cancer→Application  prediction of genes related to cancer→
 Web page visiting prediction  personalized ads→Web page visiting prediction  personalized ads→



  

ONE CLASS CLASSIFICATIONONE CLASS CLASSIFICATION
– OUTLIER DETECTION – – OUTLIER DETECTION – 

 One category: forms a representative sampleOne category: forms a representative sample
 Only “normal behaviour” samples in training timeOnly “normal behaviour” samples in training time

 Training phase: model the “normal” behaviourTraining phase: model the “normal” behaviour
 Prediction phase  detect “deviations” from the “normal” model→Prediction phase  detect “deviations” from the “normal” model→

 Model the “dominant” class + “isolate” outliers in “operation phase”Model the “dominant” class + “isolate” outliers in “operation phase”



  

ONE CLASS CLASSIFICATIONONE CLASS CLASSIFICATION
– OUTLIER DETECTION – – OUTLIER DETECTION – 

    
OneClass SVMOneClass SVM
AutoEncodersAutoEncoders

1-Class data1-Class data

    
Local Outlier FactorLocal Outlier Factor
Isolation ForestsIsolation Forests

MultiClass dataMultiClass data



  

NOVELTY DETECTIONNOVELTY DETECTION
 Initially labeled dataset  train a model→Initially labeled dataset  train a model→

 Unlabeled samples arrive  in 2→Unlabeled samples arrive  in 2→ ndnd dataset – or streaming dataset – or streaming

 22ndnd dataset  an “emergent” class appears? → dataset  an “emergent” class appears? →

 ““Novel class”?  “detect + baptise”→Novel class”?  “detect + baptise”→
 Separation + cohesionSeparation + cohesion
 Re-train the model with the “baptised class” samplesRe-train the model with the “baptised class” samples



  

LEARNING with LABEL LEARNING with LABEL 
PROPORTIONSPROPORTIONS



  

  LABEL PROPORTIONSLABEL PROPORTIONS
– APPLICATIONS – – APPLICATIONS – 



  

        STRATIFIED LEARNINGSTRATIFIED LEARNING

 Approximate proportion of each label is providedApproximate proportion of each label is provided
 Labeling  intervals of labels' proportions→Labeling  intervals of labels' proportions→

  

–



  

CLASSIFICATION CLASSIFICATION 
WITH PARTIAL LABELSWITH PARTIAL LABELS



  

CLASSIFICATION UNDER CLASSIFICATION UNDER 
PARTIAL MULTI-LABELPARTIAL MULTI-LABEL



  

 X1 ,  X2 ,  … ,  Xn c1 c2 c3

a  ,   b  ,  … ,   b 0.3 0.3 0.4

b  ,   b  ,  … ,   a 0.4 0.2 0.4

a  ,   a  ,  … ,   b 0 1 0

a  ,   b  ,  … ,   a 0.7 0.2 0.1

b  ,   a  ,  … ,   a 0.5 0.5 0

a  ,   a  ,  … ,   b 0.3 0.1 0.6

a  ,   b  ,  … ,   a 0.4 0.2 0.4

a  ,   b  ,  … ,   b 0.7 0.2 0.4

b  ,   a  ,  … ,   b 0.9 0.1 0

b  ,   b  ,  … ,   a 0.6 0.2 0.2

PROBABILISTIC LABELSPROBABILISTIC LABELS

LABEL DISTRIBUTIONSLABEL DISTRIBUTIONS



  

FULL-CLASS SET CLASSIFICATIONFULL-CLASS SET CLASSIFICATION

- “Supervision degree” in prediction time !!- “Supervision degree” in prediction time !!



  

RESTRICTED SET CLASSIFICATIONRESTRICTED SET CLASSIFICATION

 When Predicting  Maximum number of samples per class is upper-bounded:→When Predicting  Maximum number of samples per class is upper-bounded:→

- “Supervision degree” in prediction time !!- “Supervision degree” in prediction time !!

 Illustrative application  recognition of chess pieces→Illustrative application  recognition of chess pieces→

https://doi.org/10.1016/j.patcog.2016.08.028


  

AND WHEN ANNOTATIONS ARE NOT FULLY AND WHEN ANNOTATIONS ARE NOT FULLY 
RELIABLE?...RELIABLE?...

LEARNING FROM CROWDSLEARNING FROM CROWDS

- real class for each object is not 
known: no “golden truth"

- humans (Ai) annotate their opinion 
about the label of each object  →
experts? novices? 

- Crowd annotation platforms

- TolokaAI, AI Crowd, Amazon 
Mechanial Turk...



  

AND WHEN ANNOTATIONS ARE NOT FULLY AND WHEN ANNOTATIONS ARE NOT FULLY 
RELIABLE?...RELIABLE?...

LEARNING FROM CROWDSLEARNING FROM CROWDS



  

AND WHEN ANNOTATIONS ARE NOT FULLY AND WHEN ANNOTATIONS ARE NOT FULLY 
RELIABLE?...RELIABLE?...

LEARNING FROM CROWDSLEARNING FROM CROWDS



  

SUPERVISION MODELSSUPERVISION MODELS



  

LEARNING SCENARIOSLEARNING SCENARIOS



  

          TAXONOMY OF WEAKLY      TAXONOMY OF WEAKLY      
SUPERVISED SCENARIOSSUPERVISED SCENARIOS

  

–



  

        ALGORITHMS FOR WEAKLY  ALGORITHMS FOR WEAKLY  
SUPERVISED LEARNINGSUPERVISED LEARNING

  

–



  

          LIBRARIES FOR WEAKLY SUPERVISED LIBRARIES FOR WEAKLY SUPERVISED 
LEARNINGLEARNING

  

–
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