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Purpose: This article presents an improved pencil-beam dose calculation formalism based on an
experimental kernel obtained by deconvolution. The new algorithm makes it possible to calculate
the absorbed dose for all field sizes.
Methods: The authors have enhanced their previous work �J. D. Azcona and J. Burguete, Med.
Phys. 35, 248–259 �2008�� by correcting the kernel tail representing the contribution to the ab-
sorbed dose far from the photon interaction point. The correction was performed by comparing the
calculated and measured output factors. Dose distributions and absolute dose values calculated
using the new formalism have been compared to measurements. The agreement between calculated
and measured dose distributions was evaluated according to the �-index criteria. In addition, 35
individual intensity-modulated radiation therapy �IMRT� fields were calculated and measured in
polystyrene using an ionization chamber. Furthermore, a series of 541 IMRT fields was calculated
using the algorithm proposed here and using a commercial IMRT optimization and calculation
software package. Comparisons were made between the calculations at single points located at the
isocenter for all the beams, as well as between beams grouped by anatomic location.
Results: The percentage of points passing the �-index criteria �3%, 3 mm� when comparing cal-
culated and measured dose distributions is generally greater than 99% for the cases studied. The
agreement between the calculations and the experimental measurements generally lies in the �2%
interval for single points, with a mean value of 0.2%. The agreement between calculations using the
proposed algorithm and using a commercial treatment planning system is also between �5%.
Conclusions: An improved algorithm based on an experimental pencil-beam kernel obtained by
deconvolution has been developed. It has been validated clinically and promises to be a valuable
tool for IMRT quality assurance as an independent calculation system for monitor units and dose
distributions. An important point is that the algorithm presented here uses an experimental kernel,
which is therefore independent of Monte-Carlo-calculated kernels. © 2010 American Association
of Physicists in Medicine. �DOI: 10.1118/1.3476467�
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I. INTRODUCTION

The pencil-beam approach is frequently used in dose calcu-
lations for external-beam radiotherapy and intensity-
modulated radiation therapy �IMRT�. In homogeneous me-
dia, it maintains the accuracy of the three-dimensional
convolution-superposition algorithm while increasing speed,
because the pencil-beam kernels can be viewed as the con-
volution over a straight line of a series of point dose kernels
properly weighted along the depth according to their fluence
attenuation. In IMRT planning, the pencil-beam approach is
normally used during the optimization process, as well as for
the final dose calculations in a region without severe inho-

mogeneities, such as for head radiosurgery techniques. An
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additional application of the pencil-beam algorithm is as an
independent system for checking treatment planning system
�TPS� calculations.

Independent verification of monitor units and dose distri-
butions is a common task in IMRT quality assurance �QA�.
Verification of calculated doses is an important issue and
experimental measurements are the most reliable way to
check them. However, measurements are time-consuming
and once an IMRT program is well established, replacement
of measurements by independent calculations can be consid-
ered. This substitution makes it possible to preserve linear-
accelerator time for treating patients that otherwise would be
dedicated to QA.
A number of different models for independent calcula-
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tions have been developed in recent years that calculate
doses at single points or as two-dimensional dose
distributions.1–5 They use tissue-phantom ratio values1–3 or a
pencil-beam approach, where the kernels have been empiri-
cally fitted to mathematical functions4 or modeled using
Monte Carlo methods.5

In a previous study,6 the authors presented a pencil-beam
approach that enables the calculation of two-dimensional
dose distributions. This approach is based on an experimen-
tal kernel obtained by deconvolution. Therefore, its calcula-
tions are completely independent of those performed by
commercial TPS, which are usually based on Monte-Carlo-
generated kernels. However, this method is limited to small
fields. The experimental technique relies on a circular lead
collimator that cannot be made larger without modifying the
linac head accessory mount. It is therefore impossible to ob-
tain information for radii larger than 7 cm. On the other
hand, because the central-kernel drop was properly charac-
terized, the relative dose maps were found to agree well with
measurements for small segments of highly modulated fields.

In this study, this algorithm is improved by correcting the
kernel tail to calculate the absorbed dose properly for all
field sizes. With this improvement, the output-factor curve
can be fully reconstructed. Seven two-dimensional measured
dose distributions are compared to the calculation results us-
ing the �-index method.7 Comparisons of calculations and
measurements are also presented in terms of absolute dose
values at single points for 35 beams. Finally, in the context
of a clinical application, point dose calculations for 541
beams are compared to calculations using a commercial TPS.
Because the deconvolved kernel was obtained by a proce-
dure independent of Monte Carlo calculations, it is a suitable
independent tool for verifying TPS dose calculations. These
data demonstrate that this improved algorithm can be used
for dose calculation and independent verification in IMRT
treatment planning.

II. MATERIALS AND METHODS

II.A. Deconvolution of the kernel using the Hankel
transform

The deconvolution procedure for the extraction of pencil-
beam kernels from dose measurements was initially explored
by Chui and Mohan.8 They assumed that the kernel could be
expressed as the product of two components, each represent-
ing the behavior of the kernel in one of two orthogonal di-
rections. They used a fast Fourier transform to obtain these
functions from dose measurements and assumed that the flu-
ence could be modeled as a two-dimensional step function.
This approach has certain limitations that have been dis-
cussed elsewhere and that motivated the authors to develop a
new method for deconvolving the kernel.6

In the model presented in Ref. 6 and improved here, the
pencil-beam kernel was obtained using a deconvolution pro-
cedure with dose measurements in a circular field 50 mm in
diameter and modeling the incident fluence as a 2D circular
step function. The Hankel transform was used to obtain the

kernel. The Hankel transform can be derived from the Fou-
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rier transform for the 2D case when there is rotational sym-
metry. This enables characterization of the two-dimensional
behavior of the kernel. As in the Fourier case, the Hankel
transform converts convolutions into products. Denoting the
Hankel transform by H, the absorbed dose by D, the energy
fluence by �, and the kernel by k,

H�D� = H�� � k� = H��� � H�k� , �1�

so

k = H�H�D�
H���� , �2�

because the Hankel transform is self-inverse �H−1=H�.
An experimental approach used in this way should take

into account two important aspects of small-field dose calcu-
lations and therefore of IMRT dose calculations: The lateral
range of the secondary electrons and the partial obscuring of
the primary source. These two effects are responsible for the
physical and geometrical penumbra seen on the dose profiles
and affect the field output.9,10 Recent publications have stud-
ied pencil-beam characterization in the context of the small
fields frequently used in IMRT11,12 and in the context of
IMRT optimization.13,14

II.B. Dose calculation using the enhanced algorithm

The algorithm used here has been extended on the basis of
previous work6 and differs from it in several ways. The ab-
sorbed dose is calculated using the following expression:

D�x,y,z0� = DMU
ref MU�� � k� = DMU

ref MU

�� �
S

��x�,y��k�x − x�,y − y�,z0�dx�dy�,

�3�

where � denotes the energy fluence, k is the pencil-beam
kernel at a specific depth z0, DMU

ref is the calibration factor of
the machine at the reference conditions, and MU is the num-
ber of monitor units. Because the energy fluence can be
viewed as the convolution of a primary fluence coming from
a point source �� with that from an extended source se, it is
possible to rewrite Eq. �3� as

D�x,y,z0� = DMU
ref MU�� � k� = DMU

ref MU��� � se � k�

= DMU
ref MU��� � w� , �4�

where w=se � k is the kernel obtained by deconvolution.6

The term se includes the characterization of the finite extent
of the primary source as well as that of the head scatter
source. Although the algorithm provides a function w that is
not exactly the kernel k, this approach enables dose calcula-
tions for any fluence distribution. The kernel w reproduces
the geometrical and physical penumbra and its convolution
with the energy fluence �� reproduces the output-factor
curve.

The energy fluence coming from a point source �� is
modeled on the basis of the file sent from the TPS to the

linear accelerator to perform treatment using the step-and-
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shoot technique. From the leaf positions, the modulation in-
dex is calculated according to the definition by Xing et al.2

The index includes the effects of the jaws and of multileaf
collimator intraleaf transmission. Minor corrections due to
tongue-and-groove effects and interleaf transmission are per-
formed according to Chui et al.5

Modeling the fluence as the value of the modulation index
assumes a flat open-beam energy-fluence distribution. The
energy fluence �� should take into account any deviations
from a flat distribution. Actually, the open-beam energy-
fluence distribution has a shape that deviates from a step
function and exhibits “horns.” To represent lateral energy-
fluence variations, the authors measured the open-beam
energy-fluence distribution �op� using a diode on a shallow
depth of water �5 mm� for the maximum field size available:
A 40�40 cm2 field. The modulation index is then multi-
plied by the open-beam energy-fluence distribution �op� to
obtain ��. This open-beam energy-fluence distribution rep-
resents the lateral variations in the energy fluence which are
assumed to come from a point source and its value is relative
to a value of 1.000 at the central axis. This approximation
can be performed provided that for a such a large field �ide-
ally infinite�, the flattening filter can be completely seen from
all points in the lateral profile, so that the relative fluence
distribution can be assumed to be unaffected in the in-field
area. Changes in the geometric penumbra with field size due
to head scatter are taken into account by means of the ex-
tended source term se.

The convolution integral in Eq. �4� enables calculation of
the relative dose distribution. The kernel w reproduces the
output-factor curve, which is normalized for a field size of
10�10 cm2. Using the term DMU

ref , which is the reference
dose rate for a 10�10 cm2 field at the depth of calculation,
the distribution can be related to absolute dose values.

II.C. Correction of the kernel and reconstruction
of the output-factor curve

In the pencil-beam approach, the output-factor curve can
be reconstructed by convolving the kernel obtained with a
fluence modeled from the dimensions of each field. This was
achieved in previous work,6 but a “saturation” effect was
seen for field sizes of 7 cm and above �see Fig. 1, dashed
line�.

The problem that made the output-factor curve fail oc-
curred at the kernel tail. This problem arose because of two
technical limitations of the previous approach to processing
the dose-distribution signal. The most important limitation
was the size of the lead collimator which, in the system used,
cannot be much larger than 10 cm. The second one is that the
film used had an area of 15�15 cm2. These two effects
combined prevented the authors from taking into account the
dose absorbed at larger radii and therefore from reproducing
the kernel tail properly. When this kernel was used to recon-
struct the output-factor curve, the contribution to the ab-
sorbed dose at the center of the field by the photon beam
interacting at large distances was not correct, so that these

output factors for large fields were underestimated. The
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central-kernel drop, on the other hand, was already properly
characterized, so the relative distributions were in good
agreement with the measurements, especially for highly
modulated fields.

In this study, the drawback just described was overcome
by correcting the kernel tail. The experimental output-factor
curve was used to obtain the behavior of the kernel for all
field sizes. The final kernel is determined by two kinds of
experimental measurements. For r�r0, the previous formal-
ism was used. For r�r0, the output factors were used to
make the correction and overcome the limitations of the pre-
vious algorithm.

An important question is at what radius r0 the correction
should begin. The authors obtained kernels with the correc-
tion beginning at r0=17, 28, and 39 mm. The value of the
kernel at r0 is 0.3% or less of the value at the center; for
larger radii, the value of the kernel decreases. For radii
smaller than the starting point, the output factors are properly
reproduced. This can be fully explained by considering that
the output-factor curve was properly reproduced for field
sizes smaller than 7�7 cm2 �Fig. 1�, where the signal was
properly processed. Because the output-factor curve begins
to saturate at field sizes of 7�7 cm2, it is unnecessary to
check the effect of corrections beginning at radii larger than
39 mm.

For radii larger than r0, the experimental and calculated
output factors differ and the difference increases with field
size �Fig. 1�. The authors have corrected the tail of the ker-
nel, which is responsible for this difference, using a recursive
procedure. With a resolution of �r=2 mm, the kernel is cor-
rected so that it can reconstruct the experimental output fac-

0 5 10 15 20 25 30
0.6

0.7

0.8

0.9

1

1.1

1.2

Field size (cm)

O
ut

pu
tf

ac
to

r

FIG. 1. Experimental output factors measured �crosses� compared to the
calculated curve with the corrected kernel �solid line� and the uncorrected
kernel �dashed line�. The normalization is done for the 10�10 cm2 field
size. �To be compared to Ref. 6, Fig. 2.� The output-factor curve up to the
30�30 cm2 field size is presented. The size of the segments used in IMRT
is smaller.
tor up to ri+1=ri+�r. Then the next output factor is calcu-
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lated using the improved kernel. The effect of leaf
transmission is taken into account in the recursive procedure
when calculating the convolution.

The experimental output-factor curve is fitted using a
fifth-order polynomial equation. Because the kernel has ro-
tational symmetry, the output factor reconstructed for circu-
lar fields is assumed to be that of the equivalent square field
for purposes of looking up the experimental output-factor
curve.

II.D. Setup for evaluation of the improved algorithm

II.D.1. Comparison between calculated
and measured dose distributions

To test the improved algorithm, a series of dose-
distribution measurements was collected. The seven
intensity-modulated fields reported in Ref. 6 were recalcu-
lated and compared against measurements from radiographic
films. The KonRad IMRT optimization and planning system
�Siemens Medical Systems Oncology Care Systems, USA�
was used to obtain the IMRT fields. KonRad uses a pencil-
beam algorithm for optimization and final dose calculation.
The optimization is based on the gradient search method.
The fields were delivered using the step-and-shoot technique
and measured on a Mevatron Primus linear accelerator �Si-
emens Medical Systems Oncology Care Systems, USA�. The
film used was Kodak XOmatV, located at 15 cm depth in the
polystyrene phantom RW3 from PTW �Freiburg, Germany�,
model 29672. The phantom consists of a series of slabs of
30�30 cm2 and 1 cm thickness. Several slabs �at least ten�
are located below the detector to provide full backscattering
conditions. The film was placed orthogonally to the beam
axis and at the isocenter �SAD�. The calculations were per-
formed using the same setup.

The dose distributions were compared using the � index,7

with tolerance criteria of 3% for dose difference and 3 mm
for distance to agreement.

II.D.2. Comparison between calculated
and measured absolute dose values
at single points

A series of single-point comparisons between calculations
and measurements under the same geometrical conditions
was also made. All IMRT fields were delivered using the
step-and-shoot technique. The depth chosen was again 15 cm
in polystyrene and at the isocenter �detector and calculation
plane located at isocenter SAD�. This depth is close to typi-
cal depth values in IMRT cases, where many fields are used
to treat deep tumors. The ionization chamber used to mea-
sure the absolute values of the absorbed dose was a PTW
31002 �PTW Freiburg, Germany�. It has a nearly spherical
volume of 0.125 cm3 and is commonly used in IMRT veri-
fication. The same polystyrene phantom as before was used
to obtain the measurements. The linear accelerators used at
the authors’ institution are a Mevatron Primus and an Oncor
�Siemens Medical Systems Oncology Care Systems, USA�.
The energy spectra of both accelerators are very similar, as

well as their geometrical designs and head dimensions, and
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therefore the same kernel, originally derived for the Primus,
was used in all the calculations for both linacs. The energy
used in these cases was 15 MV photons, a value typically
used in the authors’ institution for IMRT treatments. The
TPR20,10 is 0.763 for the Primus and 0.764 for the Oncor.
The calculations using the proposed algorithm were per-
formed in polystyrene.

Thirty-five IMRT fields were compared. At the measure-
ment point, which is always located at the isocenter, a pro-
cedure analogous to the �-index method was used to prevent
situations with high-dose gradients. The experimental values
were compared to a 4�4-point calculated dose matrix cen-
tered at the isocenter and the point of best agreement was
selected. The largest distance between points was 2.12 mm.
The resolution of the calculation grid with the proposed al-
gorithm was 1 mm. Furthermore, it was ensured that the dose
signal in the ionization chamber was strong enough to make
an accurate measurement. This check avoided incorrect dose
estimates because of differences in spatial extent between the
calculation grid and the measurement volume.

The corresponding data calculated with the KonRad TPS
and their differences from the measurements are also pre-
sented here. With the KonRad, the grid resolution used for
optimization and dose calculations is 3 mm. This setup rep-
resents the usual conditions under which the KonRad is used
for optimization and dose calculations. The 3 mm grid spac-
ing provides a good compromise between speed and accu-
racy. The purpose is not to test the KonRad against the inde-
pendent calculations, but rather to compare the latter to the
measurements.

II.D.3. Comparison of doses at single points
calculated with the proposed algorithm
and with a commercial TPS

Calculations with the TPS and the proposed algorithm
were performed using the usual grid size for each method.
This approach provided an evaluation of the use of the pro-
posed algorithm as an independent calculation tool and high-
lighted the useful information it provides because it performs
a fast two-dimensional dose calculation on a 1 mm resolution
grid.

The results of the proposed algorithm and those obtained
from the KonRad TPS in a homogeneous medium �polysty-
rene� were then compared. The IMRT fields are composed of
a set of segments �step-and-shoot� and each field is incident
orthogonally to the polystyrene phantom described above.
The calculation plane is at the isocenter and at 15 cm depth.
This paper presents the differences observed between the two
sets of calculations in 541 fields, corresponding to 79 treat-
ment plans used with patients. These plans correspond to
various types of tumors at various treatment sites, including
pelvic �rectum, prostate, bladder, gynecologic, and colon�,
thoracic �mediastinum and breast�, and the head and neck
region �brain and head and neck tumors�. The differences are
also presented separately for each treatment site and type of

tumor.
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Another comparison is provided between the mean differ-
ence for all the step-and-shoot fields that correspond to the
same treatment plan in a patient, as calculated using the pro-
posed algorithm and as calculated by the KonRad system.
The purpose of this comparison is to evaluate the overall
difference in the calculation of monitor units for the iso-
center at a phantom with several beams incident �assuming a
constant depth of calculation for all beams and a flat surface
of incidence�.

III. RESULTS

III.A. Derivation of a kernel valid for all fields

The kernel was corrected beginning at radii r0 of 17, 28,
and 39 mm. These corrections yielded a kernel that properly
describes the experimental output-factor curve. Moreover,
the dose profiles are very similar with the three corrections.
The following discussion focuses on the 17 mm kernel and
the remaining results presented are calculated using this ker-
nel. Similar results can be obtained using the other kernels.

Figure 1 shows a comparison of the reconstructed and
measured output-factor curves. The new curve based on the
corrected kernel is also compared to that calculated based on
the uncorrected kernel. Note that the output-factor curve is
calculated for fields up to the maximum available in the ac-
celerator �40�40 cm2�. The formalism is general. In IMRT,
however, the fields used are smaller and the segments that
constitute each field even more so.

III.B. Evaluation of the improved algorithm

III.B.1. Dose distributions compared according
to the � index

The �-index calculation for representing the agreement
between calculated and measured values was used for the
same modulated fields reported in Ref. 6 �see Table I�. With
the corrected kernel, the � is clearly improved.

The percentage of points with ��1 is less than 0.7% in
all cases except case 4 �2.06%�. With respect to ��1.5, in
all cases, the percentage of points not fulfilling the criteria is
less than 0.09%, except for case 4 �0.15%�. This case is the
combination of the largest segments in the fields studied and

TABLE I. Percentage of points passing � criteria for seven cases considered
in Ref. 6, calculated with the uncorrected and corrected kernel. The cases
with the largest segments �4 and 6� have the most important improvement.

Case

% of points passing � criteria

Uncorrected kernel Corrected kernel

1 99.05 99.28
2 99.89 99.76
3 99.71 99.83
4 84.75 97.94
5 99.60 99.51
6 97.60 99.84
7 99.70 99.94
was poorly calculated by the previous algorithm. These re-

Medical Physics, Vol. 37, No. 9, September 2010
sults represent a clear improvement over the calculations per-
formed with the uncorrected kernel, for which the � results
were reported in Ref. 6 �see Table I�. With the corrected
kernel, the percentage of points that pass the � criteria is
higher.

In addition to algorithm accuracy, calculation speed is
also important. The time required to calculate seven 2D dose
maps orthogonal to the beam axis at a fixed depth for a
seven-field IMRT plan with a 1 mm grid resolution is less
than 1 min on a 3.06 GHz Pentium 4 processor. The pro-
posed algorithm takes advantage of the calculation speed of
the fast Fourier transform to perform the calculations for all
the beams in a treatment plan. This capability can be used to
provide a fast calculation in a high-resolution grid for IMRT
dose-distribution and monitor-unit verification.

III.B.2. Absolute dose values at single points

The differences between calculated and measured values
are presented in Table II. These differences were calculated
according to the following formula:

%dif =
Dcal − Dmeas

DMax Map
, �5�

where Dcal represents the calculated dose �independent algo-
rithm or KonRad�, Dmeas is the measured dose, and DMax Map

is the maximum value in the dose map calculated with Kon-
Rad. In this way, the difference is related to a high-dose
point. In an open radiation beam, there are different areas
�central axis, in-field, out of the field, buildup, and penum-
bra�, and in each area, the achievable accuracy for the dose
calculation is different.15,16 The recommended tolerances
also vary between areas. In IMRT, the situation is even more
complicated because at many calculation points, there are
contributions from transmitted radiation, indirect radiation,
or penumbra. In the interests of uniformity, the differences
between calculated and measured values have been related to
the maximum dose level in the dose distribution. Using this
criterion, differences in low-dose areas, where a small abso-
lute difference can represent a large percentage change, are
related to a larger value to calculate a relative difference.
These low-dose areas are usually of less clinical importance,
so this manner of calculating the relative difference is justi-
fied.

The mean of the differences between measured values and
TPS calculated values is 1.1%, in an interval between
�3.4% and 7%. With the proposed algorithm, the mean of
these differences is 0.1%, in an interval between �2.9% and
3.8%.

The agreement between calculated and measured values is
good. The experimental validation and comparison with
measured values is the most important part of this research.
A plot of the differences between the values calculated by the
proposed algorithm and the measured values is shown in Fig.

2.
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III.B.3. Comparison of absolute dose calculation
results between the algorithm and the TPS

The differences between the calculated results from the
proposed algorithm and those from the KonRad IMRT sys-
tem are presented in Fig. 3 for 541 calculation points. Here,
doses at single points are compared, so no � index is used
and the dose gradient at the point is not taken into account in
the comparison. Note that the kernel was normalized to a
relative output factor of 1.000 for a field size of 10
�10 cm2, which corresponds to an absolute dose value DMU

ref

of 0.830 cGy/MU for the 15 MV photon beams at 15 cm
depth in the Siemens linear accelerators.

The differences found could include contributions from
both calculation algorithms, so in some circumstances, the

TABLE II. Measured values of the absolute dose valu
parison with the calculated values with the TPS and

Field

Dose
�cGy�

TPS Ind. alg. Meas.

1 26 23.8 23.9
2 86 81.7 83
3 83 76.2 77.7
4 38 32.9 32.6
5 16 16.5 15.7
6 42 41.8 41.8
7 53 50.4 48.3
8 31 31.7 31.7
9 54 53.6 53.7

10 44 46.2 44.7
11 39 38.1 37.7
12 8 8.2 7.4
13 30 30.0 30.0
14 49 48.9 50.0
15 17 16.3 15.7
16 29 29.6 29.6
17 40 37.9 38.0
18 20 17.1 17.1
19 14 14.2 13.3
20 37 36.0 36.0
21 24 24.5 24.5
22 7 8.3 8.1
23 23 23.0 23.0
24 12 12.2 10.8
25 53 53.1 53.1
26 13 12.6 12.1
27 27 27.4 27.4
28 32 32.5 32.5
29 44 41.7 41.8
30 22 22.5 22.6
31 24 23.8 24.4
32 32 32.2 33.3
33 37 36.6 36.6
34 31 31.2 31.5
35 19 18.9 18.9
es in the isocenter of several modulated fields and com-
our algorithm.

Diff.
�%�

Max Meas.-TPS Meas.-ind. alg.

54 3.9 �0.2
87 3.4 �1.5
83 6.4 �1.8
77 7.0 0.4
57 0.5 1.4
58 0.3 0.0

108 4.4 1.9
109 �0.6 0.0
111 0.3 �0.1
82 �0.9 1.8
56 2.3 0.7
49 1.2 1.6
49 0.0 0.0
51 �2.0 �2.2
51 2.5 1.2
45 �1.3 0.0
43 4.7 �0.2
52 5.6 0.0
47 1.5 1.9
65 1.5 0.0
51 �1.0 0.0
49 �2.2 0.4
34 0.0 0.0
37 3.2 3.8
62 �0.2 0.0
41 2.2 1.2
40 �1.0 0.0
36 �1.4 0.0
45 4.9 �0.2
35 �1.7 �0.3
24 �1.7 �2.5
38 �3.4 �2.9
54 0.7 0.0
32 �1.6 �0.9
38 0.3 0.0
potential errors could be added or canceled. The differences
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FIG. 2. Differences between the calculations of the presented algorithm and
the measurements in 35 modulated fields. The dashed lines correspond to the
averaged value� the standard deviation, so they encompass 66.7% of the
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between the calculations by the KonRad and the proposed
algorithm have been calculated using the following expres-
sion:

%dif =
Dalg − DKonRad

DMax Map
, �6�

where Dalg represents the dose calculated with the proposed
algorithm and DKonRad is the dose calculated by the KonRad.
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FIG. 3. Differences between the calculations of the presented algorithm and
those from the KonRad TPS, as defined in Eq. �6�, in 541 calculation points,
with the corrected kernel �top� and the uncorrected �bottom�. The differences
are plotted versus the equivalent square field size side for the field that
encompasses the complete set of segments for each IMRT field. With the
uncorrected kernel, the mean of the differences is �3.19%. The dashed lines
correspond to the averaged value� the standard deviation, so they encom-
pass 66.7% of the data. The reduction in the standard deviation obtained
with the correction is clearly shown �from 2.79 to 1.79�.

TABLE III. Differences and standard deviation betwe
planning system, grouped by anatomical localization
tumors are presented.

Nr. fields
Me

Abdominal 42
Gastric 21

Pancreatic 21

Head and neck 130
Brain 56

Head and neck 74

Pelvis 358
Prostate 119
Rectum 153
Bladder 42

Gynecologic 17
Colon 14
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Obviously, the differences can increase at points where the
dose is very low. Because small absolute differences can re-
sult in a large relative difference, the difference is related to
the maximum value in the dose map �DMax Map�.

The graph in Fig. 3 presents the differences between the
results of the calculations using the proposed algorithm �cor-
rected kernel at the top and uncorrected at the bottom� and
using a commercial TPS. The mean value of all the differ-
ences with the corrected kernel is �0.4%. The negative sign
means that the independent algorithm underestimates the ab-
sorbed dose with respect to the TPS. This mean difference is
within the range of uncertainty in the determination of the
absorbed dose under reference conditions. The differences
range between �6.9% and 6.5% and their standard deviation
is 1.79%. This result represents a clear improvement over the
standard deviation of the differences obtained with the un-
corrected kernel �Fig. 3, bottom� �2.79%�.

These fields can be composed of a number of segments
that can be very different in size and shape. To represent the
results, the differences for each IMRT field have been plotted
relative to the side of the square field of equivalent size to
the field that encompasses the complete set of segments for
that modulated field. With the corrected kernel, the differ-
ences are not related to field size. Because most of the en-
compassing fields are rectangular instead of square, the clas-
sical formula has been used, which calculates the value of
the equivalent field size side as EQ=4A / P, where A is the
area and P the perimeter of the field.

It is interesting to analyze the differences between the
calculated results of the proposed algorithm and those from
the TPS by anatomical location. Table III displays the mean,
standard deviation, and maximum and minimum differences
for abdominal, pelvic, and head and neck treatment regions,
and further subdivides these groups by the type of tumor
�gastric, pancreatic, prostate, rectal, bladder, gynecologic,
colon, brain, and head and neck tumors�.

The table contains the modulated fields that have been

r calculations and those from the KonRad treatment
ld�. Below each localization, the different types of

ff. STD
�%�

Max.
�%�

Min.
�%�

1.79 4.5 �3.9
1.50 4.2 �2.6
2.04 4.5 �3.9

1.69 3.9 �5.1
1.84 3.9 �5.1
1.56 2.9 �5.1

1.80 6.5 �6.9
2.21 6.5 �6.9
1.40 3.3 �4.2
1.89 4.2 �6.6
1.02 1.1 �2.1
2.21 3.0 �3.5
en ou
s �bo

an di
�%�

0.4
0.4
0.4

�0.6
�0.6
�0.6

�0.4
�0.8
�0.2
�0.4
�0.4
�0.2
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analyzed, with the exception of one plan for breast and one
plan for mediastinum irradiation. Moreover, one plan for pel-
vic lymphoma and one plan for pelvic adenopathy are in-
cluded in the pelvic statistics, but not in the subgroups. This
is because subgroups containing only one case are not statis-
tically significant.

It is apparent that the differences by type of tumor in a
given anatomical location are minor, except for the prostate
case, which differs from the remaining pelvic tumors on av-
erage 0.5% for the mean difference. Moreover, the mean
differences between different locations vary within a 1% in-
terval.

Finally, the mean differences by patient are presented as
an absolute dose at single points as a function of the side of
the equivalent-size square encompassing field �Fig. 4�. All
the 541 fields mentioned earlier correspond to 79 patients.
The mean difference for each patient is shown, with a stan-
dard deviation of 1.1%. The mean average difference is
�0.4%. The averaged differences by patient lie in an interval
between �3.0% and 2.3%.

IV. DISCUSSION

The algorithm developed in Ref. 6 and improved in this
study successfully uses an experimental kernel obtained by
deconvolution. Another deconvolution procedure has also
been investigated recently. Harder et al.11 have represented
accurately, using a Lorentzian function, a pencil-beam kernel
which is useful in small modulated fields. They have found
good agreement between their results and the kernel pro-
posed in Ref. 6. Both of these deconvolved kernels take into
account the absence of electronic equilibrium as well as the
partial obscuring of the primary extended source for small
fields, which are two important effects that must be consid-
ered for accurate dose calculations.11,12

The kernel characterization procedure has been extended
to correct the kernel tail that represents dose deposition by
electrons far from the photon interaction point. With the pre-
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FIG. 4. Averaged differences per patient between the calculations of the
presented algorithm and those from the KonRad TPS, from Siemens, in 79
patients. The dashed lines correspond to the averaged value� the standard
deviation, so they encompass 66.7% of the data.
vious formalism, accurate calculation of dose distributions
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was achieved. Now, with the new correction implemented for
the experimental output-factor curve, the algorithm has been
extended to predict properly the absolute dose calculations
for all field sizes.

The measurements performed to test the accuracy of the
algorithm provide confidence in the dose distributions as
well as in the values of the absolute dose at single points.
The � test showed that more than 99% of points passed the
criteria for six of the seven cases studied. The calculation
improves the results obtained with the uncorrected kernel,
especially for modulated fields with large segments. The ab-
solute dose calculation results also agree very well with the
measured values. These data demonstrate the improvement
of the method for IMRT dose calculations.

For testing the validity of this algorithm as a clinical tool
for IMRT independent calculations, a set of absolute dose
calculation results compared at single points is presented
here. For the data presented, the differences are plotted ver-
sus the size of the field that encompasses the set of segments
to demonstrate that the differences are independent of field
size. However, calculations with the uncorrected kernel show
differences related to field size. This is because of the “satu-
ration” effect in the output-factor curve �Fig. 1�. The previ-
ous algorithm was able to predict the absorbed dose for small
field sizes, but the new improved kernel can perform these
calculations for all field sizes because it takes proper account
of the dose contribution from electrons coming from large
distances. Furthermore, the differences are grouped by treat-
ment site as well as by type of tumor. There are no relevant
differences for any of the treatment sites except for the pros-
tate cases, which deviate from the other pelvic tumors. How-
ever, the mean differences found among all types of tumors
are within a 1% interval.

The agreement between the independent calculations and
those from the TPS indicate that this method can be useful in
clinical practice as a tool for individual patient IMRT QA. In
the results presented here, the average differences with re-
spect to measured values and the standard deviations of the
differences are lower for the deconvolution algorithm, which
uses a higher-resolution calculation grid. As for the compari-
son of the calculated results from the proposed algorithm
with those from the TPS, the corrected kernel yields a
smaller standard deviation. This is an important improve-
ment with respect to the uncorrected kernel.

In addition to algorithm accuracy, calculation speed is
also an important factor. For a seven-field IMRT dose plan,
the time required to calculate the two-dimensional dose dis-
tributions is less than 1 min on a 3.06 GHz Pentium 4 pro-
cessor. This speed enables fast calculation of dose maps with
1 mm resolution that can be used for independent verification
of TPS calculations. Moreover, the experimental kernel is
independent of the Monte-Carlo-generated kernels com-
monly used by commercial TPS.

V. CONCLUSIONS

The capabilities of a pencil-beam calculation algorithm

based on an experimental kernel obtained by deconvolution
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for dose calculation of IMRT plans have been improved to
reproduce better the kernel tail and to predict the dose for all
field sizes. Furthermore, this algorithm has been validated as
an independent calculation procedure for everyday clinical
practice.

The system presented here is completely independent of
calculation algorithms based on Monte-Carlo-generated ker-
nels and can calculate accurately in highly modulated fields.
The experimental results demonstrate the capabilities of this
algorithm for IMRT dose calculation as well as for IMRT
dose plan verification.

The formalism developed in Ref. 6 and improved here is
general. The kernel reconstructs the output-factor curve up to
the largest fields available in the linear accelerator. However,
in IMRT applications, the segment size used is often much
smaller. The algorithm can be used as a double-check calcu-
lation formalism for IMRT, as well as for other applications.
One remarkable property of the algorithm is its speed of
calculation for multiple IMRT fields.
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